
Statechum is a tool for model inference
using dynamic analysis, $1 / 3$.
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Statechum is a tool for model inference
using dynamic analysis, $3 / 3$.
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Prefix-tree automaton (PTA) of traces, 2/3.




The idea of state-merging, 4/4


Finally, the demo
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In the above graph, negative state is not shown (default).

Learner - manual mode



## Naughty trace file


Let's infer from these traces, $1 / 2$

\section*{$\stackrel{N}{N}$ <br> <br> traces, <br> <br> traces, visible. <br> these te <br> 』 | $\stackrel{0}{4}$ |
| :---: |
| 4 | <br>  <br> Let's

this}

$\stackrel{\bullet}{\mathbf{O}} \underset{\sim}{\mathbf{M}}$



| \{call, lock ,'JustAnythingA'\} | $\wedge$ |
| :---: | :---: |
| \{call, lock ,[]\} |  |
| \{call, lock ,['WibbleA']\} |  |
| \{call, lock ,['Wibble ${ }^{\prime}$,'Wobble ${ }^{\prime}$ ']\} |  |
| \{call, read,'JustAnythingA'\} |  |
| \{call, read, []\} |  |
| \{call, read, ['WibbleA']\} |  |
| \{call, read ,['WibbleA','WobbleA']\} |  |
| \{call, unlock ,'JustAnythingA'\} |  |
| \{call, unlock, []\} |  |
| \{call, unlock, ['WibbleA']\} |  |
| \{call, unlock ,['Wibble ${ }^{\prime}$ ','Wobble ${ }^{\prime}$ ']\} |  |
| \{call, \{write,'JustAnythingA'\},'JustAnythingA'\} |  |
| \{call, \{write,'JustAnythingA'\} , []\} |  |
| \{call, \{write,'JustAnythingA'\} ,['WibbleA']\} | - |
|  | $\checkmark$ |

Output file: /home/kirill/experiment/statechum_tutorial_Nov_4/lockerRandomTraces.txt
Generation style: Random (length 3)

$$
\text { 䧽 } / \text { home/kirill/experiment/statechum_tutorial_Nov_4/lockerRand }
$$


Run QSM in manual mode

Output file: /home/kirill/experiment/statechum_tutorial_Nov_4/lockerRandomTraces.txt
$\checkmark$ Use output matching Include entire alphabet
Generation style: Random (length 3)

$$
\text { Produce } 25 \quad \text { traces }
$$

Alphabet:

[^0]\{call, \{write,' JustAnythingA'\}, 'JustAnything $\left.A^{\prime}\right\}$
\{call, \{write,' JustAnything $\left.\left.A^{\prime}\right\},[]\right\}$
\{call, \{write,'JustAnythingA'\}, ['WibbleA']\}


## is

 te tmp//home/kirillexperiment/statechum_tutorial_Nov_4/lockerRandomTraces.txt_108 (17/1]This is because the length of traces was 3, we need
longer ones to discover the behavior of that state.

The number of questions, $1 / 2$


The number of questions, $\mathbf{2 / 2}$
What if we try a threshold of 1 ?

## true <br> config erlangDisplayStatistics config certaintyThreshold 1

state
wrong target stat




## -module(function2 any).



function2_any

| 4 |  |  |
| :---: | :---: | :---: |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
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|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |
|  |  |  |

Alphabet:

|  | - |
| :---: | :---: |
|  |  |
| \{function2_any:function/2, ['JustAnythingA',[]] ,0\} |  |
| \{function2_any:function/2, ['JustAnythingA',['Wibble ${ }^{\prime}$ ']] ,0\} |  |
| \{function2_any:function/2, ['JustAnythingA',['Wibble ${ }^{\prime}$ ','WobbleA']] ,0\} |  |
| \{function2_any:function/2, [[],'JustAnything ${ }^{\prime}$ ] , 0\} |  |
| \{function2_any:function/2, [[],[]],0\} |  |
| \{function2_any:function/2, [[],['WibbleA']] ,0\} |  |
| \{function2_any:function / 2, [[],['WibbleA','Wobble ${ }^{\prime}$ ']] ,0\} |  |
| \{function2_any:function / 2, [['Wibble $\left.A^{\prime}\right]$,'JustAnything $\left.{ }^{\prime}\right]$, 0\} |  |
| \{function2_any:function/2, [['Wibble ${ }^{\prime}$ '],[]] ,0\} |  |
| \{function2_any:function/2, [['WibbleA'],['Wibble ${ }^{\prime}$ ']] ,0\} |  |
| \{function2_any:function / 2, [['Wibble ${ }^{\prime}$ '], ${ }^{\prime}$ Wibble $A^{\prime}$,'Wobble ${ }^{\prime}$ ']] ,0\} |  |
| \{function2_any:function / 2, [['Wibble $A^{\prime}$ ','Wobble $\left.A^{\prime}\right]$,'JustAnything ${ }^{\prime}$ '] ,0\} |  |
| \{function2_any:function/2, [['WibbleA','WobbleA'],[]] ,0\} |  |
| \{function2_any:function/2, [['WibbleA','Wobble ${ }^{\prime}$ '], 'Wibble ${ }^{\prime}$ ']] ,0\} |  |
| \{function2_any:function/2, [['WibbleA','WobbleA'],['WibbleA','WobbleA']] ,0\} |  |
|  | - |

Graph difference, $\mathbf{1 / 3}$
Compare the outcome of learning of the two graphs,
Graph difference, 2/3


## Interface to Erlang


Installation

- Available from statechum.sourceforge.net
- Can be checked out from SVN.
- Written mostly in Java, builds with Eclipse
(can also be built with Ant).
- All libraries needed to run the examples
are included.
- Other libraries include:
- C version of the backend for graph diff.
- SPIN modelchecker and Ibl2ba tool.
- Integration with the R tool.
• Yices SMT solver.
- How to run is described in Visualiser.java


[^0]:    Alphabet:
    \{call, lock ,'JustAnythingA'\}
    ,'WibleA','Wobb
    \{call, read,'JustAnythingA'\}
    
    ['WibbleA','Wobble
    call, unlock,'JustAnythin
    ock, []
    \{call, unlock ,['WibbleA','WobbleA']\}

